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Regression and Classification (Review)

• Within supervised learning, recall that a data set is a set of input-
output pairs (X, Y).

• Regression: 𝑌𝑌 is a continuous number.
• Multivariate Regression: 𝑌𝑌 is a vector. That is, 𝑌𝑌 ∈ ℝ𝑚𝑚 and 𝑚𝑚 > 1.

• Classification: 𝑌𝑌 is categorical (mapped to an integer).
• Binary Classification: 𝑌𝑌 ∈ 0,1 or 𝑌𝑌 ∈ −1,1 .
• Multi-Class Classification: 𝑌𝑌 ∈ 0,1, … ,𝑘𝑘 .



Regression Classification

• Two changes for parametric methods:
1. Change the parametric model so that it outputs a discrete label as a 

prediction rather than a number
2. Select a loss function that is appropriate for classification tasks

• Note: Techniques differ for non-parametric methods
• E.g., we discussed nearest neighbor (and variants) for classification
• E.g., there are other custom non-parametric methods for classification 

like decision trees, which are beyond the scope of this course.

• Terminology: Each possible value of the label is called a class



Parametric models for classification

• Assume 𝑚𝑚 classes (possible values of the label)
• Change parametric model to have 𝑚𝑚 outputs rather than one.
• Deterministic:

• Class with the highest output is the predicted class.
• Simple and effective
• Gradient of the loss function is typically zero, making this impractical for 

training.

• Stochastic:
• The 𝑚𝑚 outputs are converted to a probability distribution over the classes, and 

the label is sampled from this distribution.
• The larger the output, the higher the probability of the class being selected



Stochastic Models: Softmax

• The softmax function converts the 𝑚𝑚 outputs to a distribution 
over the 𝑚𝑚 class values.

• Let out1, … , out𝑚𝑚 be the model outputs.
• Probabilities cannot be negative, so convert each output to a 

positive value:
out1, … , out𝑚𝑚  eout1 , … , 𝑒𝑒out𝑚𝑚

• A probability distribution must sum to one, so divide each by the 
sum:



Stochastic Models: Softmax



Binary Classification

• Special case where 𝑌𝑌𝑖𝑖 ∈ 0,1 or 𝑌𝑌𝑖𝑖 ∈ −1,1
• Typically 1 is called the “positive class”

• Parametric models need only have one output, not 𝑚𝑚 = 2
• This output encodes the probability of the positive class.
• The probability of the negative class is 1 − Pr positive class .

• The output of the model must be scaled to [0,1].
• This can be done using the logistic function (sigmoid):



Loss Functions for Classification

• There are many loss functions for classification.
• You can make your own that is tailored to your problem!

• Cross-Entropy Loss (log loss) is the most common.

• The 1
𝑛𝑛

is sometimes omitted (it makes no difference).



Logistic Regression

• Logistic regression uses the logistic model or logit model
• Essentially a linear parametric model for classification

• Use cross-entropy loss
• Equivalent to maximizing the “likelihood” of the data given the model.

𝜎𝜎 𝑤𝑤 ⋅ 𝜙𝜙 𝑋𝑋𝑖𝑖



Stochastic  Deterministic Models

• During training often models are viewed as stochastic (minimizing 
cross-entropy loss).

• If the model is highly confident of the class for an input, the output 
for that class will be come large

• No matter how large it is, the resulting probability of the label will not be 1

• To enable models to make deterministic predictions, often models 
are evaluated (and then deployed to make predictions for new 
data) as deterministic models, even if they are trained as 
stochastic models.



Example: Iris Data (nothing new!)



Create ANN model (3 classes, 3 outputs!)



Prepare for Training (select classification loss!)



Train (nothing new!)



Plot train/test loss (nothing new!)







Over-fitting

• We will use early stopping, stopping after 3,000 epochs.
• Note: Ideally, we would use a validation set to determine when to 

stop rather than the actual test error.







Is the model good?

• We have achieved a cross-entropy loss of roughly 0.06.
• Is that good?

• Other evaluation metrics are often used to determine the quality 
of a mode.



Evaluation Metric: Accuracy

• While relatively simple, 
accuracy can be 
misleading if the class 
distribution is imbalanced.

• In this case, 96% accuracy is 
decent!



Evaluation Metric: Confusion Matrix

• Accuracy doesn’t provide information about what kinds of errors 
are common

• Which classes are often confused?

• The confusion matrix provides this information. It is a matrix with 
one row per class and one column per class

• The 𝑖𝑖, 𝑗𝑗 th entry holds the probability that a row with actual class 𝑖𝑖 is 
classified as class 𝑗𝑗.

• In some cases the matrix reports the number of errors of each type, rather 
than the estimated probability.



Confusion Matrix

confusion_matrix comes from scikit-learn

Deterministic model for evaluation 



Our model tends to 
misclassify “virginica” 
iris plants as 
“versicolor” iris plants.



Evaluation Metric: Precision, Recall, and F1 Score

• For binary classification tasks, statistics like precision, recall, 
and the F1 score are often used to evaluate models.

• Note: These are often used even when the loss function used in training 
measures something else, like cross-entropy loss.

• These metrics are expressed in terms of the following statistics:



Deterministic Classifiers



Deterministic Classifiers

Stochastic Classifiers



F1 Score

• The F1 score (often written “F1 score”) combines precision and 
recall:

• This is the harmonic mean of the precision and recall
• Places more weight on low values relative to the arithmetic mean

• F1 score ranges from 0 to 1, where 1 denotes perfect precision 
and recall, and 0 means that either precision or recall is zero.



Evaluation Metric: ROC

• The receiver operating characteristic (ROC) curve is a common 
metric for binary classification problems.

• Assumes that the single model output is compared to a threshold.
• If the output is above the threshold, the prediction is 1 (positive)
• If the output is below the threshold, the prediction is 0 (negative)

• Tuning the threshold can adjust the tradeoff between different 
types of errors

• Too many false positives  increase the threshold
• Too many false negatives  decrease the threshold

• Note: The model is still trained using a common loss function like 
cross-entropy loss!



Evaluation Metric: ROC

• The ROC curve is a plot of the false positive rate (FPR) and true 
positive rate (TPR) that a model achieves when the threshold is 
varied.



Example ROC Curve

• Curves closer to the top left 
corner correspond to better 
models.

• A classifier that ignores the 
inputs and outputs a uniform 
random number in [0,1] 
results in a diagonal line from 
(0,0) to (1,1)



Evaluation Metric: Area Under the ROC Curve 
(AUC)
• The AUC summarizes the ROC curve with a single number: The 

area under the ROC curve.
• The best possible value is 1.
• A pessimal model (one that always gets the prediction wrong) 

would have an AUC of zero.
• The random classifier achieves an AUC of 0.5



End
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